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ABSTRACT

Bilevel optimisation problem refers to a problem where one optimisation problem has another
optimisation problem as constraint. The target of this problem is to find the optimum of the
upper level problem, taking into consideration the optimality of the corresponding lower level.
Despite this basic definition and idea, the problem introduces many challenges, as it is usually not
following simplified properties such as convexity or continuity. Moreover, even the simplest case
of a linear bilevel optimisation problems has been proved to be NP-hard [Hansen et al., 1992].

The research community so far was concentrated on tackling well-behaved bilevel problems
with specific properties in order to be solved with classical methods. In recent years, hybrid and
evolutionary approaches have become more popular. Metaheuristic and evolutionary algorithms
do not need to make assumptions about the objective functions of the problem and therefore can
become really useful for solving bilevel problems. On the other hand these algorithms require
a large number of functions evaluations. The nested nature of the bilevel problems contributes
even more in transforming the evolutionary approach in bilevel optimisation to a computationally
expensive task. The cost worsens when the evaluations of the exact solution of the problems
require calling time consuming tasks, e.g. Computation Fluid Dynamics (CFD) for engineering
simulations.

Use of meta-modelling or surrogate modelling techniques is one of the ways of dealing with
the computational efficiency. Meta-model or surrogate model can be regarded as an approximation
function of an actual model, that is simpler and easier to evaluate. This approximation is made by
using sampled data of the actual evaluation in the design space.

In the literature so far, there have been developed several bilevel evolutionary algorithms that
are surrogate assisted, offering competitive results to bilevel test problems and applications. Some
of these algorithms attempt to approximate the mapping of the upper-level variables to the lower
level optimal function values. In that way, instead of running the optimisation of lower level
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problem for each upper level vector, the value is obtained by the surrogate, reducing the problem
to single level.

It is known that the performance of evolutionary algorithms heavily depend on their control
parameter settings [Eiben et al., 1999]. Since the (near-)optimal control parameter values may
change over the run of an EA, the optimisation process can be used to determine the direction
and magnitude of change of the control parameter value [Karafotias et al., 2015]. This process
of adapting the control parameters on the fly, is called parameter control. Since in the bilevel
problem, the landscape changes dynamically during the optimisation process, such an adaptive
approach in parameter control can be very useful.

In this paper, we will attempt to approximate the upper level vector with the lower opti-
mal solutions with Kriging as a surrogate model, an approach tested already in the papers of
[Sinha et al., 2018] and [Xia et al., 2018]. The goal is to develop an adaptive Differential Evolution
Algorithm (DE) in the upper level, where the parameter control will be done taking into considera-
tion the evaluation of both levels. The population size of the upper level will be updated each time
the expected approximation error is not acceptable and the model needs to be retrained. Moreover,
a mutation and crossover adaptation strategy will be applied in the upper level optimisation
algorithm. For the lower level optimisation, when exact solutions are needed to train the surro-
gate, a separate evolutionary algorithm (DE or Particle Swarm Optimisation) will be used. The
expected outcome is to investigate the improvements that adaptive parameter control can bring to
evolutionary surrogate assisted optimisation algorithm by finding good quality bilevel solutions
with lower number of functions evaluations in a number of known benchmark test problems.

References

[Xia et al., 2018] , Xia, Yi and Liu, Xiaojie and Du, Gang, (2018). Solving bi-level optimization
problems in engineering design using kriging models. Engineering Optimization, 50:5, 856–876.

[Sinha et al., 2018] , Sinha, A., Bedi, S., and Deb, K, (2018). Bilevel Optimization Based on Kriging
Approximations of Lower Level Optimal Value Function. IEEE Congress on Evolutionary
Computation (CEC), 13:5, 1–8.

[Hansen et al., 1992] , Hansen, Pierre and Jaumard, Brigitte and Savard, Gilles, (1992). New
Branch-and-bound Rules for Linear Bilevel Programming. Society for Industrial and Applied
Mathematics, 1194–1217.

[Eiben et al., 1999] , Eiben, Ágoston E., Robert Hinterding, and Zbigniew Michalewicz., (1999).
Parameter control in evolutionary algorithms. IEEE Transactions on evolutionary computation
,3:2, 124–141.

[Karafotias et al., 2015] , Karafotias, Giorgos, Mark Hoogendoorn, and Ágoston E. Eiben., (2015).
Parameter control in evolutionary algorithms: Trends and challenges. IEEE Transactions on
Evolutionary Computation,19:2, 167–187.

2


